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Abstract

Generalized linear models are used in the analysis of exponential
distribution families such as Normal, Binomial, Poisson and Gamma
distributions where a simple linear relationship need not be found be-
tween response variable and explanatory variables. In the analysis of
data including observations that differ from main part of the data,
identification of outliers is a necessary step to obtain valid results. The
outlier identification problem is actually the problem of identifying
those observations that lie in an area called the outlier region. There
are several ways of identifying outliers. Outlier detection methods go
into division depending upon number of outliers and reliability of re-
sults. According to number of outliers one step or stepwise methods
can be used. To avoid masking and swamping effects robust methods
are preferred rather than non-robust methods. In this study, we fo-
cus on two types of outlier identification rules and compare obtained
results.
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