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Abstract

Clustering is a very well known technique in data mining. One of
the most widely used clustering techniques is the k-means clustering.
Solutions obtained from k-means clustering are dependent on the ini-
tialization of cluster centers. In this paper, we propose an algorithm
to compute initial cluster centers for K-means clustering. Firstly two
principal variables are selected by the proposed methods. The data
set is partitioned one at a time until the number of cluster equals to
the predefined number of clusters. The algorithm has been applied to
different data sets and good results are obtained.
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