
Estimating the principal component scores
through maximum likelihood estimation under

normality assumption
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Abstract

Functional principal component analysis(FPCA) methodology is
used in trajectory estimation. Principal component scores ξk play an
important role in FPCA. ξk is a random variable with zero expectation
and variance E(ξ2k) = λk, λk being the eigenvalues of the data covari-
ance matrix. In the estimation of a trajectory, the estimates for ξk has
to be determined. Since the distribution of ξk is unknown, it has to
be estimated from available data. In the case of difficulty in determin-
ing the distribution of ξk, a transformation to normality will facilitate
the robust estimation of the principal component scores. Further the
maximum likelihood estimators of the statistics for transformed ξk will
have some important asymptotic properties. Transformed scores are
then used in the estimation of trajectories. Different approaches are
available for employing ξk in FPCA. The methodology developed in
this study is compared with the principal component analysis through
conditional expectation (PACE) which is an accepted method in esti-
mation problems through FPCA. Estimated trajectories using trans-
formed scores have produced better results compared to those obtained
from PACE method.
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