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Abstract

In observational studies multicollinearity is a common problem in
regression models (Belsley et. al, 1980). Several statistics are avail-
able that help to detect collinearity such as variance inflation factors
(vif’s), tolerances, correlations between regression coefficients, condi-
tion indices and others. However, it often remains a complicated task to
identify the offending predictors and their relationships. Graphics are
extensively used in the analysis of the residuals of a regression model,
but a rarely used for an analysis of multicollinearity. Recently, Friendly
and Kwan (2009) have suggested the use of biplots (Gabriel, 1971;
Gower and Hand, 1996) as a graphical tool for uncovering collinearity
in multiple regression. They proposed biplots involving the last princi-
pal component of the matrix of predictors in particular. Biplots have
mostly been used to produce pictures of data matrices (raw quantita-
tive data matrices, contingency tables), but can also be constructed
for several matrices involved in a linear model that are of diagnostic
interest. Several examples of such diagnostic biplots will be discussed.
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