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Abstract

We consider the problem of rank regression, that is basing on some
features of the objects we want to predict (guess) the order between
these objects. In many algorithms the 0 − 1 loss function is replaced
by its convex surrogate - this trick allows to find very effective pro-
cedures (support vector machines [Vapnik, 1998] or boosting [Freund,
2004]). We are interesting in statistical properties of rank regression
estimators. First, we show that in the linear model one can proove
the strong consistency and the asymptotical normality of estimates
[Niemiro, 2009]. Moreover, we present another very popular approach
to the problem, namely, we look for probabilistic inequalities concern-
ing the risk or the excess risk (i.e. comparing to the best one in the
class) of estimators [Clemencon, 2008]. Finally, we show how one can
obtain significant improvements in such inequalities [Rejchel, 2009].
The methods that we use come from the theory of empirical processes
and U -processes.
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