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Abstract
In a Gauss-Markov Model (GMM) with fixed constraints, all the

relevant estimators do perfectly satisfy these constraints. As soon as
they become stochastic, most estimators are allowed to satisfy them
only approximately, thereby leaving room for non-vanishing residuals
to describe the deviation from the prior information.

Sometimes, however, linear estimators may be preferred that are
able to perfectly reproduce the prior information in form of stochas-
tic constraints, including their variances and covariances. As typical
example may be considered the case where a geodetic network ought
to be densified without changing the higher-order point coordinates
that are usually introduced together with their variances and (some)
covariances. Traditional estimators are based on the “Helmert” or
“S-transformation”, respectively an adaptation of the fixed-constraints
Least-Squares estimator.

Here, it will be shown that neither approach generates the optimal
reproducing estimator which will be presented in detail and compared
with the other reproducing estimators in terms of their MSE-risks.

Keywords

Gauss-Markov Model, Stochastic constraints, Variance/covariance preserva-
tion, Reproducing estimators.

References

Schaffrin, B. (1997). On suboptimal geodetic network fusion. Poster pa-
per, presented at the IAG General Meeting, Rio de Janeiro, Brazil, Sept.
1997.

Schaffrin, B. (2003). Reproducing estimates via least-squares: An optimal
alternative to the Helmert transformation. In Grafarend, E.W., Krumm,
F.W., Schwarze, V.S (Eds.), Geodesy-The Challenge of the 3rd Millen-
nium (pp.387–392), Springer: Berlin.

Fok, H.S., Iz, H.B., and Schaffrin, B. (2009). Comparison of four geodetic
network densification solutions. Survey Review 41, 44–56.

1


